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The LSST Data Management - OCS Software 
Communication Interface 

Purpose 

This ICD is to be used for developing final designs of hardware, software, and interface protocols on both 
sides of the interface. Further updates to this document are subject to the LSST change control and 
approval processes. 

Introduction and Scope 

This ICD document contains requirements on the Observatory Control System (OCS) to Data management 
Software Communication Interface for control and information flow. 

This interface covers the exchange of commands, events, and telemetry between Data Management and 
the OCS that allow the OCS to perform operations as needed by the survey. This ICD contains the 
requirements for telemetry and events explicitly needed by the OCS for its operations. 

This interface includes information specific to the Data Management system but does not cover either the 
physical interface or the requirements on the middleware that are common across all observatory 
subsystems. The common OCS elements, such as the description of the middleware used to provide 
command and telemetry transport, are covered in the Interface Support Document LSE-70 "LSST 
Observatory Control System Communication Architecture and Protocol" and LSE-209 "Software 
Component to OCS Interface Control Document". 

Data Management exposes only a subset of its functionality to OCS control, limited primarily to the near-
real-time archiving and processing of data for nightly Alert Production and routine calibration activities. 
Annual Data Release Production is not controlled by the OCS. 

The control of Data Management is exposed to the OCS through eight CSCs (Commandable SAL 
Components) following the LSE-70 command pattern. 

The CSCs are proxies for control capabilities of the internal Data Management Control System (DMCS). 

The CSCs have a common command model, using the cross-subsystem “start” command to set up an 
operational mode, and cross-subsystem commands to enable and disable operations in the selected 
mode. 

The OCS does not command any DM operations on a per-visit or per-image basis, with the exception of 
the OCS-Driven Batch service. 

DM returns data quality and other monitoring data to the OCS as telemetry. DM is responsible for the 
archiving the content of and providing disaster recovery storage for the OCS-provided Engineering and 
Facilities Database (EFD). 
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The LSST Data Management - OCS Software 
Communication Interface 

1 OCS Middleware 

1.1 OCS Service Abstraction Layer 

ID: OCS-DM-COM-ICD-0001 

Specification: The OCS shall provide the Service Abstraction Layer (SAL) middleware described in Interface 
Support Document LSE-70, supporting a commandable device abstraction as well as a publish/subscribe 
communications protocol for events and telemetry. 

1.2 OCS SAL Middleware Delivery 

ID: OCS-DM-COM-ICD-0002 

Specification: The OCS shall deliver the Service Abstraction Layer software in a form usable from the C++ 
and Python languages. The version(s) of C++ and Python supported and the identities and versions of 
additional external libraries required, if any, shall be under Observatory-level change control. The OCS 
shall provide the SAL SDK to generate interface header files and libraries. 

2 Data Management CSC Interface 

2.1 Data Management CSC Command Response 

2.1.1 Data Management CSC Command Response Model 

ID: OCS-DM-COM-ICD-0003 

Specification: Data Management shall receive and respond to commands issued by the OCS using the 
Command/Action/Response model of the SAL software packages, as described in LSE-70 "LSST 
Observatory Control Communication Architecture and Protocol" and LSE-209 "Software Component to 
OCS Interface Control Document." 

2.2 Device Model 

2.2.1 Data Management Exposed CSCs 

ID: OCS-DM-COM-ICD-0004 

Specification: Data Management shall expose eight CSCs to the OCS: Archiver, Catch-Up Archiver, Prompt 
Processing, Auxiliary Telescope Archiver, EFD Transformation Service, Header Service, Auxiliary Header 
Service, and OCS-Driven Batch. 

Discussion: The behavior of the CSCs in detail is in document LDM-230. It is briefly summarized in 
descriptive language in the Discussion sections below for readability, but does not form a normative part 
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of this ICD. 

Part of the point of the DM CSC model and the enable/disable protocol is to allow the OCS, and the 
Observatory operator, to stop DM from interacting with the other Observatory components when 
required for engineering or diagnostic activities. E.g., it allows DM to be prevented from attempting to 
retrieve images from the Camera or interacting with the EFD query interface. 

2.2.1.1 Main Camera Archiver 

ID: OCS-DM-COM-ICD-0005 

Specifications: 

The Main Camera Archiving Device (MCAD) shall control the process of acquisition of raw data from the 
ComCam, LSST Camera and Auxiliary Camera by Data Management (DM), as well as header and other 
relevant information from OCS. These data are built into files that are ingested into the Data Backbone. 

 The MCAD shall be presented with parameters specified in ID: OCS-DM-COM-ICD-0031 to classify the files 
for storage in the Data Backbone. The normal operation of the MCAD is to acquire and ingest raw data, 
metadata and the information necessary for organizing files in the Data Backbone. 

 The MCAD throughput shall be sized to TBD. The MCAD shall be able to handle the case where the rate 
of pixel generation exceeds the capacity for archive ingest (e.g. the case of bias generation). It shall be 
possible to determine which exposures have been archived and which have not. 

Discussion: Following an enable command, the Catch-Up Archiver will interrogate the Camera for the 
availability of old data in the Camera buffer, retrieve that data, archive it, and make it available for 
processing. 

In general, the Catch-Up Archiver will attempt to follow the configurations that were – or would have 
been – in force during the acquisition of the data in order to determine what actions to take. This 
information will be retrieved from the EFD and potentially also from the image data itself. 

DM must, if possible, apply the configuration key interpretation that would have been in force at the time 
the start command for the Archiver CSC was or would have been issued, unless explicitly overridden. 

The configuration of the Catch-up Archiver will include a setting that allows it to determine what buffered 
Camera data is actually eligible for archiving. 

The Catch-Up Archiver will report on the success or failure of the archiving of each image via an OCS event 
that includes the Camera image identifier and, if applicable, the corresponding visit identifier. These 
reports will be similar in form to, but on a distinct channel from, the reports from the Archiver.  

2.2.1.2 Catch-up Archiver 

ID: OCS-DM-COM-ICD-0006 

Specification: The Catch-up Archiver device shall control the process of acquisition of backlogs of image 
data from the Camera data buffer by Data Management, and its transfer to storage at the Base and 
Archive Centers.  The configuration mechanism (see requirement OCS-DM-COM-ICD-0012 below) shall be 
used to control which components of the focal plane shall have their data requested and archived by DM. 
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Discussion: Following an enable command, the Catch-Up Archiver will interrogate the Camera for the 
availability of old data in the Camera buffer, retrieve that data, archive it, and make it available for 
processing. 

In general, the Catch-Up Archiver will attempt to follow the configurations that were – or would have 
been – in force during the acquisition of the data in order to determine what actions to take. This 
information will be retrieved from the EFD and potentially also from the image data itself. 

DM must, if possible, apply the configuration key interpretation that would have been in force at the time 
the start command for the Archiver CSC was or would have been issued, unless explicitly overridden. 

The configuration of the Catch-up Archiver will include a setting that allows it to determine what buffered 
Camera data is actually eligible for archiving. 

The Catch-Up Archiver will report on the success or failure of the archiving of each image via an OCS event 
that includes the Camera image identifier and, if applicable, the corresponding visit identifier. These 
reports will be similar in form to, but on a distinct channel from, the reports from the Archiver. 

2.2.1.3 Prompt Processing CSC 

ID: OCS-DM-COM-ICD-0007 

Specification: The Prompt Processing CSC shall acquire data from the main imaging camera.  The data 
shall be presented as FITS files on the computing nodes, carrying out the computation.  FITS headers shall 
contain all necessary metadata to support processing of the image. 

In particular, during normal science operations, the Prompt Processing CSC shall control the operation of 
the Alert Production pipelines.  The configuration mechanism (see requirement OCS-DM-COM-ICD-0012 
below) shall be used to control what processing is applied. 

Discussion: Following an enable command, the Prompt Processing will apply a configuration-controlled 
processing to each image or visit (as appropriate to the configuration). 

During calibration operations, the Prompt Processing CSC will evaluate per-image quality metrics on raw 
calibration images as they are acquired, making that assessment available to the OCS. The processing of 
data retrieved by the Catch-Up Archiver is not under direct OCS control. It is an autonomous function of 
the DM Archive Center control system. 

2.2.1.4 EFD Transformation Service CSC 

ID: OCS-DM-COM-ICD-0008 

Specification: The EFD Transformation Service CSC shall control the transformation of the Engineering and 
Facilities Database to archival versions, including all content, at the Base and Archive Centers, as required 
under the “Engineering and Facilities Database Archiving” section below. 

Discussion: The expectation is that this CSC will be enabled at all times when any Observatory component 
is active and generating telemetry. The CSC model is provided in order to provide a specific channel for 
reporting to the OCS when the replication has failed, as well as to allow turning it on and off for debugging 
purposes. 
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2.2.1.5 Auxiliary Telescope Archiver CSC 

ID: OCS-DM-COM-ICD-0032 

Specification: The Auxiliary Telescope Archiver CSC shall control the ingest and archiving of image data 
from the Auxiliary Telescope.  The data is to be fetched from a separate Camera Data Acquisition (Camera 
Data System) unit built specifically for the Auxiliary Telescope System and is expected to be used as a 
spectrograph 

Discussion: The Auxiliary Telescope Archiver CSC will provide the same control interface as the other CSCs 
listed in this document.  Its nightly task, however, is much simpler than the Main Telescope CSCs, as it 
fetches exactly one CCD of image data. 

2.2.1.6 Header Service CSC 

ID: OCS-DM-COM-ICD-0033 

Specification: The Header Service CSC will operate within the Summit instance of the EFD.  It shall monitor 
the state of the Main Telescope system and its cameras via events and telemetry and persist that state as 
an EFD Large File Annex entry for each image readout. 

2.2.1.7 Auxiliary Header Service CSC 

ID: OCS-DM-COM-ICD-0034 

Specification: The Auxiliary Header Service CSC shall perform the same function as the Header Service but 
for the Auxiliary Telescope and the Auxiliary Telescope Spectrograph. 

2.2.1.8 OCS-Driven Batch CSC 

ID: OCS-DM-COM-ICD-0035 

Specification: The OCS-Driven Batch CSC is the only DM-provided CSC that accepts SAL commands beyond 
the cross-subsystem ones.  It shall accept CSC-specific commands to execute batch jobs that process 
archived data through pre-defined pipelines.  

Discussion: This CSC permits OCS scripts to perform calculations, returning results that are visible to the 
OCS.  Such calculations are expected to include daily master calibration processing, full-focal-plane 
wavefront processing, and other calibration and commissioning tasks. The results may be returned in the 
command completion acknowledgment message or, more typically, as DM telemetry. 

2.3 Basic Command Set  

2.3.1 Command Set Implementation by Data Management 

ID: OCS-DM-COM-ICD-0009 

Specification: Data Management shall provide implementations of the basic commands required of all 
devices by the OCS, as defined in LSE-70 and LSE-209. 

2.3.1.1 Start Command 

ID: OCS-DM-COM-ICD-0012 
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Specification: The Start command shall cause a Data Management CSC to set up the details of the 
behavior it is to perform upon the receipt of the enable command. 

Upon completion of Start, a DM CSC shall place itself in the DM “disabled” state and shall take no further 
action until receiving enable. 

If at any time following Start a DM CSC can no longer ensure that its state is consistent with the 
commanded configuration, it shall enter the OCS command-model "ERROR" state (as defined in LSE-209). 

The Start command shall only be valid in the DM “disabled” state.  

The translation of the configuration_key alias to a specific set of configuration details shall occur only at 
the time of execution of the Start command. DM shall not attempt to follow any changes to the meaning 
of the alias until the receipt of a subsequent Start command. 

Parameters: configuration_key, type: opaque identifier (string) 

Discussion: This command, in effect, establishes the operational mode that a DM CSC will be in. 

It is expected that the configuration_key will be an “alias” describing a mode and that the translation of 
that key to specific details may evolve over time.  The mapping from the “alias” to a concrete set of details 
is under the control of DM. 

Start can also take a key (“permanent name”) referring to a specific, unchangeable, set of details. 

2.3.1.1.1 configure Successful Completion Response 

ID: OCS-DM-COM-ICD-0013 

Specification: Successful completion of a start command shall include the publication as a SettingsApplied 
event of: 

 The configuration key (“alias”) 

 An immutable name for the configuration set applied (“permanent name”) 

 The content of the configuration 

An AppliedSettingsMatchStart event with parameter True will also be sent to indicate that the DM CSC's 
settings match those requested in the *start* command, as opposed to being manually adjusted to be 
something different. 

2.3.1.2 enable Command 

ID: OCS-DM-COM-ICD-0014 

Parameters: (none) 

Specification: Upon completion of the enable command, a DM device shall begin carrying out its 
configured function as driven by its monitoring of Observatory events and/or in response to internal 
timers and predicates. 
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2.3.1.3 disable Command 

ID: OCS-DM-COM-ICD-0015 

Specification: Upon completion of the disable command, a DM device shall cease the initiation of new 
actions in response to events or timers.  

A DM device may report the completion of disable as soon as it has taken that step.  It may still complete 
actions triggered by events or timers that were received before disable.  Specific devices’ behavior in this 
respect shall be documented. 

Parameters: (none) 

Discussion: This permits pipelined operation of image processing to proceed even in a tight sequence of 
alternating configure commands and images.    

2.3.1.4 standby Command 

ID: OCS-DM-COM-ICD-0036 

Specification: Upon completion of the *standby* command, a DM CSC shall return to the unconfigured, 
Standby state. 

2.3.1.5 exit Command 

ID: OCS-DM-COM-ICD-0037 

Specification: Upon completion of the *exit* command, a DM CSC shall return to the Available substate 
of the Offline state. 

2.3.1.6 enterControl Command 

ID: OCS-DM-COM-ICD-0038 

Specification: Upon completion of the *enterControl* command, a DM CSC shall enter the Standby state. 

2.3.1.6.1 enterControl Successful Completion Response 

ID: OCS-DM-COM-ICD-0039 

Specification: Successful completion of the *enterControl* command shall include the publication of a 
RecommendedSettingsVersions event containing a list of available opaque, unique configuration keys and 
a list of configuration labels (or aliases) and their corresponding opaque configuration keys. 

2.3.2 Command Completion Response 

ID: OCS-DM-COM-ICD-0040 

Specification: After the successful completion of any of the above commands, a SummaryState event shall 
be published for the CSC indicating which Top-Level subsystem state (as defined in LSE-209) it is in. 
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3 Data Management Telemetry Interface 

3.1 Data Management Telemetry Interface Model 

ID: OCS-DM-COM-ICD-0017 

Specification: Data Management shall use the OCS Service Abstraction Layer (SAL) as defined in LSE-70 to 
present its telemetry interface to the OCS and, through it, make telemetry available to other Observatory 
subsystems and subscribe to telemetry from the OCS and other subsystems. 

Discussion: The agreements between Data Management and the non-OCS subsystems regarding 
telemetry exchanges are recorded in the respective ICDs between DM and those subsystems, and not in 
this document. 

The complete list of telemetry planned to be provided by DM will be published in a telemetry dictionary, 
based on the requirements in those ICDs as well as the present one. 

3.1.1 Data Management Telemetry Time Stamp 

ID: OCS-DM-COM-ICD-0018 

Specification: Data Management shall provide the measurement time of all published telemetry. 

Discussion: The publication mechanism (provided by OCS) along with the DM-provided time-stamps, are 
intended to be sufficient to rendezvous telemetry associated with a particular image. The definition of the 
measurement time is made by DM and documented for each telemetry type. The time-stamp is described 
in LSE-70. 

3.1.2 Data Management Events and Telemetry Required by the OCS 

ID: OCS-DM-COM-ICD-0019 

Specification: Data Management shall publish to the OCS events and telemetry regarding the progress of 
Alert Production processing and archiving of specific images and visits, the observed data quality, and the 
general health of the Alert Production system, as defined by the requirements below. 

Discussion: The requirements below give the minimum set of events and telemetry to be published; 
additional events and telemetry that give visibility into the health and operation of the DM-constructed 
systems will be specified in design documents.  

3.1.2.1 Image and Visit Processing and Archiving Status 

ID: OCS-DM-COM-ICD-0020 

Specification: Data Management shall publish high-level information concerning the processing and 
archiving of images.  All events listed below shall be published at least once for each successful completion 
of the described activity. 

Discussion: The granularity of the reporting of per-image data, such as the confirmation of archiving, is to 
be determined in Phase 3 – e.g., whether this is reported per CCD, per raft, or for the entire focal plane.  
The selection of publication as event or as telemetry will be revisited at that time, with a view toward the 
selection of the appropriate quality of service. 
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Note: Events related to image processing and archiving may occur a considerable amount of time after 
the relevant image has been taken. 

3.1.2.1.1 Image Retrieval for Archiving Event 

ID: OCS-DM-COM-ICD-0043 

Specification: DM shall publish an event indicating that a complete image, including all configured 
portions of the focal plane, was successfully retrieved from the Camera DAQ or Auxiliary Telescope 
Spectrograph DAQ by an Archiver or Catch-Up Archiver Forwarder.  This event shall include the camera 
(Auxiliary Telescope Spectrograph, ComCam, LSSTCam), the image name, and an indication as to whether 
this was performed by the normal Archiver or the Catch-Up Archiver. 

3.1.2.1.2 Image Retrieval For Processing Event 

ID: OCS-DM-COM-ICD-0044 

Specification: DM shall publish an event indicating that a complete image, including all configured 
portions of the focal plane, was successfully retrieved from the Camera DAQ by a Prompt Processing 
Forwarder.  This event shall include the image name. 

3.1.2.1.3 Image in OODS Event 

ID: OCS-DM-COM-ICD-0045 

Specification: DM shall publish an event indicating that a complete image, including all configured 
portions of the focal plane, was successfully provided to the Observatory Operations Data Service.  This 
event shall include the camera (Auxiliary Telescope Spectrograph, ComCam, LSSTCam), the image name, 
and an indication as to whether this was performed by the normal Archiver or the Catch-Up Archiver. 

3.1.2.1.4 Image Forwarded Event 

ID: OCS-DM-COM-ICD-0046 

Specification: DM shall publish an event indicating that a complete image, including all configured 
portions of the focal plane, was successfully provided to the NCSA Distributors (for images to be processed 
by Prompt Processing). This event shall include the image name. 

3.1.2.1.5 Image Archived Event 

ID: OCS-DM-COM-ICD-0047 

Specification: DM shall publish an event indicating that a complete image, including all configured 
portions of the focal plane, was successfully archived, along with its metadata, in the Data Backbone at 
both the Base and Archive Facilities.  This event shall include the camera (Auxiliary Telescope 
Spectrograph, ComCam, LSSTCam) and the image name. 

3.1.2.1.6 Alert Production Complete Event 

ID: OCS-DM-COM-ICD-0048 

Specification: DM shall publish an event indicating that a complete visit was successfully processed by the 
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Alert Production Payload in the Prompt Processing service, including the delivery of Alerts to the Alert 
Distribution system.  This event shall include the visit name, the image name(s) included in the visit, and 
the length of time since the last endReadout event for the visit (float, in units of seconds). 

3.1.2.2 Data Quality Metrics 

ID: OCS-DM-COM-ICD-0021 

Specification: Data Management shall publish as telemetry a set of data quality metrics that enable the 
OCS scheduling algorithms for science operations to assess whether visits acquired should be scored as 
successful and to assess the general observing quality – e.g., weather and seeing – across the sky.  DM 
shall also provide metrics that enable the OCS scheduling algorithm for calibration operations to assess 
the progress in collecting usable calibration data. 

Discussion: DM is not responsible for assessing whether a visit or image meets the scheduler criteria; this 
assessment is the responsibility of the OCS based on lower-level data provided by DM. 

3.1.2.2.1 WCS Information 

ID: OCS-DM-COM-ICD-0049 

Specification: DM shall publish WCS (World Coordinate System) telemetry for each visit successfully 
processed by the Alert Production Payload in the Prompt Processing service or by any similar offline 
processing.  This telemetry shall contain the equinox (double, currently 2000.0), system (string, currently 
'ICRS'), unit (string, currently 'deg'), and then, for each sensor, reference pixel x/y coordinates (two 
doubles), reference pixel RA/dec coordinates (two doubles), and rotation and scale matrix (four doubles). 

Discussion: Note that this telemetry message may be the same as is provided for TCS in LSE-75. 

3.1.2.2.2 PSF Information 

ID: OCS-DM-COM-ICD-0050 

Specification: DM shall publish as telemetry, for each detector in each exposure successfully processed 
by the Alert Production or Raw Calibration Validation Payloads in the Prompt Processing service or by any 
similar offline processing, the following items derived from a PSF (Point Spread Function) model: full width 
at half maximum (double), Ixx/Iyy/Ixy quadrupole representation of ellipse (three doubles). 

Discussion: Note that this telemetry message may be the same as is provided for TCS in LSE-75. 

3.1.2.2.3 Photometric Zeropoint Information 

ID: OCS-DM-COM-ICD-0051 

Specification: DM shall publish as telemetry, for each detector in each exposure successfully processed 
by the Alert Production Payload in the Prompt Processing service or by any similar offline processing, the 
flux of a zero-magnitude object (double, in units of ADUs) and the error in the flux (double, in units of 
ADUs). 

3.1.2.2.4 Number of Alerts Information 

ID: OCS-DM-COM-ICD-0052 
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Specification: DM shall publish as telemetry, for each detector in each exposure successfully processed 
by the Alert Production Payload in the Prompt Processing service or by any similar offline processing, the 
number of Alerts sent due to DiaSources found in that detector. 

3.1.2.3 System Health Metrics 

ID: OCS-DM-COM-ICD-0022 

Specification: Data Management shall publish a basic set of metrics on the operational health of the live 
data processing and archiving systems.  This shall include:    

 Utilization statistics on the Summit-Base and Base-Archive network links 

 Assessment of whether sufficient resources are available to perform the configured archiving and 
processing functions. 

 Amount of time taken by data transfers and data processing. 

Discussion: This is not intended to supplant the health monitoring and control functions of the Data 
Management Control System, but only to permit the central Observatory operator consoles to provide 
operators a “red/green” indication of DM system health, enabling them to consult DM operations experts 
for further information when there are problems. 

3.1.2.3.1 Summit-Base Network Utilization 

ID: OCS-DM-COM-ICD-0053 

Specification: DM shall publish as telemetry, at intervals of netUtilInterval, the percent utilization of each 
Summit-Base network link in each direction. The intervals shall be at 300 seconds, and the data reported 
is the utilization over the previous 300 second interval, as well as a measurement of the round-trip time 
in each direction. 

Discussion: The value type for the percent utilization and the round trip time is "float' and the unit is in 
seconds. 

3.1.2.3.2 Base-Archive Network Utilization 

ID: OCS-DM-COM-ICD-0054 

Specification: DM shall publish as telemetry, at intervals of netUtilInterval, the percent utilization of each 
Base-Archive network link in each direction. The intervals shall be at 300 seconds, and the data reported 
is the utilization over the previous 300 second interval, as well as a measurement of the round-trip time 
in each direction.   

Discussion: The value type for the percent utilization and the round trip time is "float' and the unit is in 
seconds. 

3.1.2.3.3 Archiver Resource Availability 

ID: OCS-DM-COM-ICD-0055 

Specification: DM shall publish as telemetry, at intervals of dmRsrcInterval, the number of Archiver 
Forwarder nodes available, the load average on each node, the percentage of memory in use on each 
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node), and the percentage of disk space in use on each local filesystem on each node. 

Discussion: The value type for the number of Archiver Forwarder nodes available is "int", the value type 
for load average on each node is "float", the percentage of memory in use on each node is "float", and 
the percentage of disk space in use on each local filesystem on each node is "float". 

3.1.2.3.4 Prompt Processing Resource Availability 

ID: OCS-DM-COM-ICD-0056 

Specification: DM shall publish as telemetry, at intervals of dmRsrcInterval, the number of Prompt 
Processing Forwarder nodes available, the number of Prompt Processing Distributor nodes available, the 
load average on each node (float), the percentage of memory in use on each node, and the percentage of 
disk space in use on each local filesystem on each node. 

Discussion: The value type for the number of Prompt Processing Forwarder nodes available is "int", for 
the number of Prompt Processing Distributor nodes available is "int", the load average on each node is 
"float', the percentage of memory in use on each node is "float', and the percentage of disk space in use 
on each local filesystem on each node is a "float". 

4 Engineering and Facilities Database (Telemetry) Query Interface 

4.1 Basic Query Functionality Required by DM 

ID: OCS-DM-COM-ICD-0023 

Specification: The OCS shall provide an “sqlclient” interface for querying the temporal data in the 
Engineering and Facilities Database.  The database shall support temporal queries for commands, events, 
and telemetry based on the publication time of the associated messages, and, for telemetry, based on the 
measurement time subsystems are required to provide. 

4.2 Expected Load of Queries from DM 

ID: OCS-DM-COM-ICD-0025 

Specification: The OCS shall support, and DM shall not exceed, queryRateDMEFD level of EFD queries 
from DM against each table within the OCS-maintained Base instance(s) of the EFD. 

Description Value Unit Name 

Maximum rate of DM queries against OCS EFD instance(s). 
 TBD TBD queryRateDMEFD 

 

5 Engineering and Facilities Database Archiving 

5.1 Engineering and Facilities Database Archiving by Data Management 

ID: OCS-DM-COM-ICD-0026 
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Specification: Data Management shall maintain at least two physically separated copies of the 
Transformed EFD. 

Discussion:  Data Management performs the archiving continuously as long as the EFD Transformation 
Service CSC is in the “enabled” state. If the EFD Transformation CSC is disabled, transformation and 
archiving will resume and catch up when it is enabled. 

5.2 Multiple Physically Separated Copies 

ID: OCS-DM-COM-ICD-0027 

Specification: Data Management shall maintain at least two physically separated copies of the 
Transformed EFD. 

5.3 Expected Data Volume 

ID: OCS-DM-COM-ICD-0028 

Specification: Data Management shall support at least efdArchive24hVolume of new data to be archived 
per 24-hour period. 

Discussion: The DM database server will be at least as capable as the OCS server, making it relatively easy 
to keep up. 

Description Value Unit Name 

Minimum capacity of Data Management to archive EFD data. 
 300 gigabyte 

per day 

efdArchive14hVolu
me 

5.4 Archive Latency 

ID: OCS-DM-COM-ICD-0029 

Specification: Data Management shall ensure that data are available for query in the Transformed EFD 
copies within no more than time efdArchiveLatency of the storage of new data to the OCS copy of the 
EFD. 

Description Value Unit Name 

Maximum latency time for the availability of data for query in 
the DM replicas of the EFD. 

 3600 second efdArchiveLatency 

5.5 EFD Transformation Service Interface 

ID: OCS-DM-COM-ICD-0030 

Specification: The archiving of the EFD tables shall be performed using standard MySQL queries.  The OCS 
shall expose this interface to the DM EFD Transformation Service CSC at the Base Facility. 

Discussion: The replication mechanism for the large-file annex is still to be defined.  In particular, it 
remains to be defined whether DM will replicate all files in a specified directory or directories, or whether 
DM will replicate only files referenced by large-file-indirection telemetry messages. 
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5.6 Large File Annex Replication Interface 

ID: OCS-DM-COM-ICD-0041 

Specification: The archiving of the Large File Annex contents shall be performed using the standard 
_rsync_ tool.  The OCS shall expose a suitable filesystem and server to the DM EFD Transformation Service 
CSC at the Base Facility. 

5.7 EFD Disaster Recovery by Data Management 

ID: OCS-DM-COM-ICD-0042 

Specification: DM shall arrange for the preservation of snapshot backups of the EFD table and Large File 
Annex contents for disaster recovery purposes.  The OCS shall be responsible for creating these backups 
and making them available as files. 

6 OCS Events Required by Data Management 

6.1 Advance Notice of Pointings 

ID: OCS-DM-COM-ICD-0031 

Specification: Advance notice of telescope pointings for science data acquisition shall be made available 
to Data Management as an OCS event, no later than time pointingAdvanceNoticeTime before the start 
of the first exposure of a standard visit or the only exposure of an alternate science visit. The notice shall 
include the sky coordinates, rotation angle, the azimuth & elevation angles at the start of the first 
exposure, exposure duration, number of exposures, estimate of shutter motion start time (at least 1 sec 
precision), filter selection, and expected air mass. The coordinate system for the sky coordinates shall be 
ICRS, equinox 2000.0.  The precision and accuracy of all values shall be based on the capability of the OCS; 
the precision and accuracy that the OCS is able to achieve should be published in a separate design 
document so that DM can know what they are. 

Discussion: The purpose of this requirement is to permit Data Management to pipeline the potentially 
costly operation of preparing (downsampling and rotation) the subtraction template for the visit with the 
processing of the data from previous visits, as well as to retrieve reference object information from the 
Science Database.  This is essential in order to allow DM to meet the Observatory alert latency 
requirement.   

This is not expected to be a difficult constraint to meet during normal operation, as similar advance 
knowledge is required to plan dome crawl, for instance. 

Note that the pipelined nature of the processing envisioned by DM means that if the advance notice 
requirement is not met, and template preparation is not possible, DM may face the choice of falling behind 
for a series of visits, or of deferring the processing of the single affected visit to avoid disrupting the 
pipeline. This choice would depend on the frequency with which the interface requirement is not met, 
and whether such failures occurred in bursts. 
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Description Value Unit Name 

Time before the first exposure of a standard visit begins by 
which advance notice of the pointing must be provided to Data 
Management. 

 20 second pointingAdvanceNot
iceTime 

 

 

 

  

 


